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Mobile Legends: Bang Bang is a highly popular MOBA game, 
especially among students, which generates a large volume of 
user reviews on the Google Play Store. These reviews provide 
a valuable data source for understanding user sentiment. This 
study conducts sentiment analysis on user reviews using 
three variants of the Naïve Bayes algorithm: BernoulliNB, 
GaussianNB, and MultinomialNB. From an initial 5,000 
reviews collected via web scraping using Python, 4,428 
reviews were used after neutral reviews were removed to 
focus solely on positive and negative sentiments.The 
preprocessing steps included case folding, word 
normalization, tokenization, stopword removal, and 
stemming. Sentiment labeling was carried out using a lexicon-
based approach, comparing the frequency of positive and 
negative words in each review. The dataset was split in an 
80:20 ratio for training and testing.The results show that 
MultinomialNB achieved the highest accuracy at 75%, 
followed by BernoulliNB with 74%, and GaussianNB with 
50%. MultinomialNB demonstrated superior performance in 
detecting positive sentiments, while BernoulliNB offered 
more balanced results. GaussianNB performed poorly due to 
its assumption of normally distributed continuous data, which 
is unsuitable for text classification. This study concludes that 
Multinomial Naïve Bayes is the most effective model for 
sentiment analysis of user reviews when working with word 
frequency-based representations. 
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1. Introduction 
Online games come in various genres such as Puzzle, RPG, and MOBA. MOBA games, such as Mobile Legends, 
are popular because they involve two teams competing against each other to destroy the opponent's base. 
Mobile Legends is played by five players per team, each controlling a hero, assisted by minions, and fighting in 
three lanes (top, middle, bottom). The game also provides items such as heroes and skins. Despite its 
popularity among students, the game has raised concerns due to its negative impact on physical, mental and 
social health. However, online games also have positive impacts such as reducing stress and improving 
English language skills [1]. 
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Through the comment page of the Mobile Legends: Bang Bang game found on the Play Store, we can observe 
user reviews to assess customer satisfaction. To analyze these reviews, researchers use data mining 
techniques, particularly sentiment analysis. The field of sentiment analysis is growing rapidly as more users 
leave online reviews. Sentiment analysis is commonly used to evaluate public opinion by analyzing text data 
and classifying it into categories such as positive or negative sentiment [11]. 
 
This research uses the Naïve Bayes algorithm, a classification method based on probability [4]. Prediction 
calculations in this study will utilize the Naïve Bayes algorithm. Previous studies have found that Naïve Bayes 
offers a relatively good level of accuracy [13]. However, the effectiveness of Naïve Bayes in complex 
sentiment contexts remains questionable. For example, in a prior study comparing Naïve Bayes and SVM for 
sentiment analysis on Twitter data related to the corruption of social aid rice during the pandemic, Naïve 
Bayes achieved only 60.61% accuracy, while SVM reached 66.67%. This suggests that Naïve Bayes may 
struggle to capture nuanced or context-rich sentiments. 
 
Therefore, this research aims to analyze user sentiment towards the game Mobile Legends: Bang Bang based 
on Google Play Store reviews, while also evaluating the performance of the Naïve Bayes algorithm in 
classifying reviews into positive or negative categories. In doing so, this study highlights the need to reassess 
the reliability of Naïve Bayes and potentially explore alternative or complementary methods for more 
accurate sentiment classification. 

2. Research Method 
Methods To conduct this research, it is necessary to know how data collection procedures and data 
processing stages are carried out in data preprocessing, and classification modeling using the naive bayes 
classifier algorithm. The stages for the research method can be seen in Figure 1 below : 
 

 

 

Figure 1. Research process flowchart 
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Data collection or collection of data to be taken from Google Play Stored using web screping techniques. Web 
scraping is a method of automatically retrieving information from websites and data is extracted[4]. Data 
preprocessing is conducted to prepare the data for modeling. Preprocessing is one of the techniques in data 
mining to convert raw data into a more understandable format. Preprocessing aims to remove noise and non-
uniform word forms to reduce vocabulary volume[5]. At this stage there are several steps that must be taken 
such as data claning, case folding, word normalization, tokenizing, stopword removal, stemming. 

Labeling in sentiment analysis is the process of classifying data based on sentiment categories such as 
positive and negative. This process helps machine learning models understand and group data based on 
predetermined categories, and in this study, I used Lexicon-based labeling. Lexicon-based labeling is often 
preferred over manual annotation or supervised methods because it offers a fast, cost-effective, and scalable 
way to label large volumes of text without requiring human effort or pre-labeled training data. Unlike manual 
annotation, which is time-consuming and subject to human bias or inconsistency, lexicon-based approaches 
rely on predefined sentiment dictionaries to classify text automatically. This makes them particularly useful 
for initial sentiment labeling or when resources are limited. While less accurate than supervised learning and 
unable to capture context, sarcasm, or domain-specific nuances, lexicon-based methods are a practical 
starting point for many sentiment analysis tasks. [6]. 
 
In this study, reviews with neutral scores (equal number of positive and negative words) were removed from 
the dataset at the labeling stage. This was done because neutral reviews are difficult to distinguish from 
positive reviews in the lexicon-based approach used, which risks compromising the accuracy of the model if 
they are forced into either class. In addition, adding a neutral class may complicate the model without 
providing significant analytical value. Therefore, only reviews that have a clear tendency towards positive or 
negative sentiment are used in training and testing the model. 
 
Splitting data is the process of dividing a dataset into two or more separate parts, namely into training data 
and testing data [7]. The purpose of this splitting is to allow the model to learn from the training data and 
then measure its accuracy using the testing data, so that it can be assessed how well the model predicts new 
data. One of the commonly used methods for this data split is the Hold-Out method, which splits the data into 
two parts, where one part is used as training data and the other part is used as testing data. 
 
This stage focuses on the software from a logical and functional point of view and ensures that all parts have 
been tested. The confusion matrix provides discrimination results with more incorrect and correct prediction 
data than the facts obtained. Accuracy, precision and F1 score are used. F1 score is a weighted average score 
of gain and precision, and accuracy measures how often the classification model correctly determines the 
correct class[8]. 

3. Result and Discussions 
The data collection stage in this research was carried out by applying web scraping techniques, which is a 
method of automatically retrieving data from websites. This process uses the Python programming language 
run through the Google Collaboratory platform, which allows for the execution of code online with high 
efficiency. In this research, 5,000 user review entries from the Shopee app on the Google Play Store were 
collected. 
 
The web scraping technique works by browsing the HTML document structure of a website to obtain relevant 
information. The information is then identified and retrieved for use as needed. In this context, the collected 
review data is analyzed and further processed for research purposes, particularly in sentiment analysis. This 
web scraping process refers to the approach described by[9], which states that web scraping is an effective 
method of retrieving user review data from platforms such as the Google Play Store using Python. 
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Figure 2. Scraper data result 

 
The collected review data is text data in .csv format and is still unstructured. Unstructured data can hinder 
the smoothness of the analysis process, so a text preprocessing stage is needed to turn the data into more 
structured and ready for processing. In the text preprocessing process, there are four main stages carried out, 
namely case folding, tokenizing, filtering, and stemming. These stages aim to clean and simplify text data so 
that it can be used in further analysis processes such as classification or sentiment analysis. 
 
Case folding is a step in text preprocessing that aims to convert all letters in the review text into lowercase 
letters. This step is important to ensure consistency in text analysis, especially in avoiding discrepancies 
between words that are identical but written with different capital letters, such as "Application" and "app". By 
performing case folding, we can simplify the text and reduce unnecessary variations, so that sentiment 
analysis can be performed more accurately. Here is an example of the case folding results on the review 
dataset[10]. 
 
Word normalizer is a technique in text processing to simplify words that have the same meaning into one 
base form. For example, the words “fix” and ‘repair’ are normalized to “good.” According to Fajri , word 
normalization is important to improve the accuracy of text analysis, especially in processing user review 
data[11]. The tokenization process is an important step in text data processing. In this process, the text is 
broken down into small parts called tokens, which are the smallest meaningful units, such as words, numbers, 
or punctuation marks. The results of the tokenization process can be seen in the following figure[7] 

Stages that function to stop words that are considered common words, pronouns, and conjunctions. For 
example, "Andi often conducts routine transactions online. According to Andi, online shopping is more 
practical & cheap“ will be changed to ”Andi often does routine transactions online or online, also Andi online 
shopping is more practical and cheap[12]. Stemming is to find the root word or the beginning of words that 
have affixes. This process is done by removing affixes, such as prefixes, suffixes, and infixes, so as to produce 
basic words that have the same meaning. The results of the stemming process in this research use the 
Sastrawi library on Indonesian text.[13] 

Data labeling in this study uses the lexicon-based method, which is a dictionary-based approach of words that 
have been classified as positive or negative. Each review in the `steming_data` column is analyzed by counting 
the number of positive and negative words based on two lexicons: `positive.tsv` and `negative.tsv`. The 
difference of the number of positive and negative words yields the sentiment score. If the score > 0 then the 
review is labeled “Positive”, if the score < 0 then it is labeled “Negative”. When the score = 0, the label is 
randomly determined to be either positive or negative. This method was chosen because it is simple, does not 
require training data, and is suitable for initial text-based sentiment analysis. 
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Figure 3. Data Labeling Result 

 

Figure 4. Spliting data result 

This visualization shows the division of 4,428 review data into training and testing data after the splitting 
process. The bar graph displays the amount of each data, along with its percentage. The training data is 
shown in blue, while the testing data is red. The purpose of this visualization is to ensure that the proportion 
of data split, e.g. 80% for training and 20% for testing, is appropriate before the model is built.The initial 
amount of data was 5,000 reviews, but was reduced to 4,428 reviews after neutral reviews were removed. 
This was done to focus the analysis only on positive and negative reviews. 

Table 1. Naive Bayes Classification 

Model 
Classification 

Percision Recal F1-score Acurasi 

negatif positif negatif positif negatif positif 
GaussianNB 46% 62% 77% 29% 58% 53% 50% 
MultinomialNB 86% 71% 52% 93% 65% 81% 75% 
BernouliNB 74% 74% 63% 82% 68% 78% 74% 

 
The table shows the performance comparison of three Naive Bayes classification models, namely GaussianNB, 
MultinomialNB, and BernoulliNB, based on the evaluation metrics: precision, recall, f1-score, and accuracy. In 
general, GaussianNB has the lowest performance compared to the other two models. Its precision is only 47% 
for the negative class and 62% for the positive, with an unbalanced recall: high in negative (77%) but very 
low in positive (29%). This shows that GaussianNB tends to recognize negative data more often, but fails to 
capture positive data well. Its accuracy was only 51%, almost equivalent to random guessing. 
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In contrast, MultinomialNB showed the best performance. It had high precision (86% negative, 71% positive), 
as well as very strong recall in the positive class (93%), although the negative recall was lower (52%). F1-
score was also high in both classes, and overall accuracy reached 75%. This shows that MultinomialNB is very 
good at detecting positive data and is quite robust in general. 
 
Meanwhile, BernoulliNB gave balanced results between the two classes. Precision (74% for negative and 74% 
for positive)  recall(63% for negative and 82% for positive), with an evenly high f1-score (68% for negative 
and 78% for positive). The total accuracy was 74%, only slightly below MultinomialNB, but with a better 
balance between the negative and positive classes. Thus, if the main objective is to recognize maximum 
positive data, MultinomialNB is the best choice. However, if a balance in detecting both classes equally is 
required, BernoulliNB can be an excellent alternative. 
 
MultinomialNB performs best because this model is specifically designed for discrete data such as word 
frequency in text. In sentiment analysis, the number of occurrences of certain words (e.g. “good”, “bad”) is 
very important for distinguishing classes. MultinomialNB utilizes this frequency information effectively. In 
contrast, GaussianNB assumes continuous data and normal distribution, which is not suitable for text data. 
BernoulliNB only looks at the presence of (binary) words, thus ignoring their frequency. Therefore, 
MultinomialNB best aligns with the characteristics of text data and yields the best performance. 
 
why Gaussian performs poorly, because Gaussian Naïve Bayes (GaussianNB) works well for normally 
distributed continuous data, such as temperature or height. wance w However, in text classification, features 
such as word frequency are discrete, non-negative and often skewed. This violates the assumptions of 
GaussianNB, making it difficult for the model to calculate probabilities accurately. As a result, it performs 
poorly on text data. In contrast, MultinomialNB is more suitable as it is designed to handle word frequency 
data directly. 

4. Conclusions and Future Works 
This study concludes that among the three Naïve Bayes algorithm variants—GaussianNB, BernoulliNB, and 
MultinomialNB—the Multinomial Naïve Bayes algorithm delivers the best performance for sentiment analysis 
of user reviews on the Mobile Legends: Bang Bang game. With an accuracy of 75%, it outperforms 
BernoulliNB (74%) and GaussianNB (50%). MultinomialNB is particularly effective because it aligns well with 
word frequency-based data representations commonly found in textual reviews. Meanwhile, GaussianNB 
performs poorly due to its assumption of continuous, normally distributed data, which is unsuitable for text, 
and BernoulliNB, while balanced, does not utilize word frequency information effectively. These findings 
affirm that choosing a model aligned with data characteristics is essential for accurate sentiment 
classification. 
 
Future research can explore several directions to enhance sentiment analysis performance. One improvement 
is to implement more advanced classification methods such as Support Vector Machine (SVM), deep learning 
models like LSTM or BERT, or ensemble models (e.g., Random Forest, XGBoost) that can provide better 
generalization and handle more complex patterns in the data. Additionally, researchers may expand the study 
into multi-class sentiment analysis (e.g., positive, negative, neutral) for more granular insights, ensuring the 
neutral class is well-defined to handle ambiguous sentiments. Combining lexicon-based and supervised 
learning approaches, as well as applying feature selection techniques, can also improve classification 
performance and computational efficiency. Furthermore, increasing dataset diversity by including reviews 
from multiple platforms like Twitter or online forums can help improve the robustness and generalizability of 
the model. Lastly, incorporating sarcasm detection models or using contextual information can help better 
capture nuanced sentiments such as sarcasm, which often misleads conventional sentiment classifiers. 
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