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This Research is motivated by the importance of understanding 
students' interest in mathematics, especially in State Junior High 
School 193 East Jakarta, considering that mathematics is often 
considered a difficult and frightening subject for some students. 
Learning interest, which is defined as the tendency of students 
to pay attention with a feeling of pleasure, has a significant 
influence on the process and results of student learning. This 
study aims to identify the level of student interest in 
mathematics using the K-Means algorithm. This method is used 
to group students into several clusters based on their level of 
interest. The results showed that students were divided into 
three clusters, namely the first cluster with very high interest 
totaling 193 students with an average Final Semester Exam score 
of 91.920, the second cluster with low interest totaling 18 
students with an average score of 52.333, and the third cluster 
with high interest totaling 66 students with an average score of 
87.606. 
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1. Introduction 
Interest is an individual's tendency to enjoy and devote full attention to something.[1] Students with 
a high interest in learning tend to enjoy attending lessons and are able to regulate themselves during the 
learning process.[2] Students are more likely to enjoy each learning activity when they are actively engaged in 
the educational process at school.[3] However, not all students have the same level of learning interest.[4] 
Students with a high interest in learning feel enthusiastic and can manage their behavior to follow lessons 
effectively, whereas students with low learning interest tend to show a lack of enthusiasm toward learning 
activities provided by the teacher.[5] 

Interest is a key component in school-based learning. Students with a strong interest in learning will direct 
their behavior toward achieving academic goals and obtaining optimal results.[6] In reality, however, not all 
students possess a high level of learning interest.[7] This is evident from their attitudes and behaviors that 
hinder the learning process and reflect a lack of interest in studying.[8] 

Mathematics is an integral part of the education system, taught from elementary school through to higher 
education.[9]The mathematics curriculum includes the delivery of clear and concrete knowledge, the 
development of thinking skills, and the formation of disciplined reasoning.[10] Mathematics is a basic subject 
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introduced at the elementary school level.[11] It is believed that through mathematics education, students’ 
thinking abilities and logical reasoning can be developed and applied in daily life.[12] 

For some students, mathematics may be perceived as a difficult and intimidating subject. Students' interest in 
mathematics greatly influences their learning process.[13] Therefore, it is important to understand the factors 
that affect students’ interest in learning mathematics.[14] For many students, numbers are often seen as a 
major obstacle to be avoided. Quite a few students frequently express complaints about mathematics 
lessons.[15] 

The use of the K-Means algorithm in this study aims to cluster students based on their level of interest in 
mathematics and explore ways to influence that interest. The K-Means algorithm is a clustering analysis 
method that groups data into similar clusters.[16]To identify students' interest in learning mathematics, the K- 
Means algorithm can be used to categorize students into various groups based on characteristics or indicators 
related to their level of interest. Students' opinions are categorized into three groups—good, low, and very 
low—in relation to their interests and aptitudes.[17] 

Although there have been many studies on classification, most of them use supervised learning methods. To 
date, there is still limited research exploring the use of unsupervised learning. The K-Means algorithm is one 
of the clustering methods in data mining that falls under the category of Unsupervised Learning. This method 
is used to group data into one or more clusters based on a partitioning approach centered on the centroid. In 
this algorithm, the input data does not have class labels, so the clustering process is carried out without prior 
knowledge of the data’s class or category.[18] The advantage of the K-Means algorithm lies in its ability to 
provide accurate and precise information regarding data grouping.[19] This algorithm is easy to implement 
and has relatively low time and space complexity.[20] Therefore, it is computationally efficient and capable of 
producing good and satisfactory output.[21] 

2. Research Method 
To complete this study, a quantitative secondary research method was employed. Teachers and students at 
SMPN 193 East Jakarta were interviewed to gather input regarding student interest. The data collected was 
then processed to extract patterns. In this process, Knowledge Discovery in Databases (KDD) was applied, and 
the K-Means algorithm was selected as an effective method for clustering large datasets in order to determine 
the level of students’ interest in learning mathematics. The stages of the Knowledge Discovery in Databases 
(KDD) process are as follows data selection, preprocessing, data transformation, data mining process, and 
interpretation. The data selected for the data mining process was stored in a separate file from the operational 
database. The dataset used was the mathematics scores of 7th-grade students at SMPN 193 East Jakarta. At 
preprocessing stage, duplicate and incorrect data were removed as part of the data preparation procedures. In 
data trasformation stage, incomplete or undefined data entries were transformed based on selected attributes. 
The data was then grouped into three interest clusters: very high interest, relatively high interest, and relatively 
low interest to assess students’ learning levels in mathematics. In data mining process stage involved handling 
the student performance data provided by the school, specifically the scores of 7th-grade students at SMPN 193 
East Jakarta. The K-Means algorithm, which combines similar data points into clusters, was applied to process 
this data. In interpretation stage, students’ mathematics score data was tested and analyzed using RapidMiner 
software. 

The research stages in this study, titled "Determining Students’ Interest in Learning Mathematics Using the K-
Means Algorithm", can be illustrated as follows: 
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Figure 1. Stap Of the Art 

 
In need analysis phase, the actual problems are identified along with the essential elements needed for the 
clustering process in determining students’ interest in learning mathematics using the K-Means algorithm. 
During the data collection process, the researcher reviewed several references and journals. The academic 
performance data were obtained from the school for research purposes. In data analysis stage, the provided 
data was analyzed using the K-Means algorithm, using school-provided data. In this research implementation, 
the K-Means algorithm was used to classify students' learning interest based on the information provided. 
During the implementation phase, to identify patterns and group the data based on students' interest in 
learning. Data testing was conducted to determine students' learning interests, which were divided into three 
categories: very interested, interested, and less interested. This grouping was carried out using the Cluster 
Centroids method, which functions to determine the center of each group based on the data distribution 
pattern.  

The knowledge obtained from the clustering results provides an overview of the level of student interest in 

studying mathematics at school, so that it can be used as a basis for designing more effective learning strategies. 

To ensure that the number of clusters used is optimal, validation was carried out using the Elbow Method. This 

method works by analyzing changes in the Sum of Squared Errors (SSE) value, where the elbow point—the 

point where the curve experiences a sharp change—marks the best number of clusters. In this study, the elbow 

point indicates that three clusters are the most appropriate choice, because after this number, the decrease in 

SSE is no longer significant. With this approach, the clustering results obtained have a higher level of accuracy 

in representing the pattern of students' learning interests in mathematics. 

 

3. Result and Discussions 

This research uses the K-Means algorithm to analyze the interest in learning mathematics among 7th- grade 

students at SMPN 193 East Jakarta. K-Means is an algorithm that uses distance to group data into several 

clusters. This algorithm is more effective for numerical attributes. This research applies K-Means clustering, 

with the Elbow Method employed to optimize the clustering process. The elbow method is used to determine 

the optimal number of clusters in the data grouping process. The details of the steps to be investigated are 

explained in the form of a diagram. 

In data collection section discusses the data used in the research on determining students' interest in learning 
mathematics. The data consist of 222 entries of 7th-grade student grades provided by SMPN 193 East Jakarta. 
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Table 1. The Datasets 
 

NO. STUDENT NAME CLASS ASSIGNM 
ENT 

MID- 
SUM 

FINAL 
EXAM 

MULTIPLICATI 
ON 

1 ADHITYA 7A 100 74 96 86 
2 ADINDA KANNAYA SAPHIRA 7A 80 74 98 93 
3 AIRA ALFATIHANI BANGSAWAN PUTRI 7A 93 74 90 80 

4 AISYA DARMA 7A 87 74 75 86 

5 ALINIA ZAHFA AZZALIA 7A 100 90 80 80 
… … … … … … … 

… … … … … … … 
222 ZAHIN MAULINA 7F 98 90 90 100 

The Elbow Method is applied in K-Means clustering to determine the optimal number of clusters to be formed. 

The elbow method helps in determining the right number of clusters for a given dataset. To obtain the average 

distance value within the centroid, the Performance Vector (Performance) operator needs to be configured 

with appropriate parameters for cluster analysis in RapidMiner. In this context, Performance will be used to 

evaluate the performance of the clustering model that has been created by considering the distance between 

data points and their corresponding cluster centers. By using seven clusters, Performance will provide metrics 

that describe how well the clusters group the data in terms of the average distance to each cluster center. 

Table 2. Determining the Average Within Centroid Distance 

 
Jumlah Cluster Avg. within centroid 

distance 

2 572.433 
3 451.571 
4 378.484 
5 317.477 
6 277.094 
7 251.982 

The results from Performance will be visualized in the form of a graph, where the most prominent curve 

represents the elbow method. The elbow method is used to determine the most appropriate number of clusters 

by identifying the point on the graph where the gradient drop decreases significantly—in other words, where 

the curve forms an “elbow.” The number of clusters corresponding to this elbow point is considered the optimal 

number of clusters for analyzing the data using the elbow method. 
 

Figure 2. Visualization of Centroid Distance Graph 
 

From the Performance graph visualization, it can be seen that the curve reaches its most prominent point or 

"elbow" at the value of 1,200,000. Using the elbow method, we determined that the optimal number of clusters 

for analyzing students' interest in learning mathematics is three clusters. This indicates that the student data 
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can be grouped into three categories based on their interest in learning mathematics. 

In this implementation and testing, we used RapidMiner Studio version 9.10, where the data is processed 

using the K-Means algorithm for 3 clusters. At data processing stage, the clustering process is carried out using 

the K-Means algorithm to group data based on similarity patterns between attributes, with attributes used for 

assignments, mid-term assessments, final semester exams, and multiplication. The number of clusters is set at 

three, according to the characteristics and structure of the data being analyzed. Because the dataset used only 

consists of numeric attributes, the distance measurement method used is the appropriate distance measure. 

The selection of this method aims to ensure that the calculation of the distance between data runs optimally, 

so that the clustering process produces accurate and representative group divisions. 

After the data is grouped into each cluster, an evaluation of the quality of the clustering results is carried out 

using Cluster Distance Performance, which measures how far the data points are spread in each group. This 

evaluation is important to determine the effectiveness of cluster formation and to see the extent to which the data 

is distributed homogeneously in each group. 

To improve the quality of the clustering that has been formed, optimization is carried out by applying the 

Maximize parameter. This optimization aims to ensure that the results of data separation do not produce 

negative values, as well as to increase the average separation between clusters so that the segmentation quality 

is better. 

The results of the clustering process are then visualized in the form of an X-Y curve, where the elbow method 

is used to determine the most optimal number of clusters. The elbow point is marked by a sharp change in the 

curve, indicating that the number of clusters used—three—is the best choice based on the distribution and 

pattern of the data formed. 

The result displayed in the Performance output shows that the Average with centroid distance is 451.571, as 

the number of clusters is set to 3. The output also appears in the ExampleSet under the Model section, including 

the cluster assignments for each data entry. You can then choose to view the results in terms of Data, Statistics, 

or Visualizations via the ExampleSet tab, or check the Description in the Cluster Model tab. 

 

Figure 3. Visualization of Cluster 
 

Based on RapidMiner's analysis of student data from SMPN 193 East Jakarta regarding their interest in 
mathematics, three clusters were identified. Cluster 0 consists of 193 students with a very high interest in 

mathematics, with an average UAS (final exam) centroid score of 91.920. This cluster includes students with 
the highest level of interest in mathematics compared to the other clusters. Cluster 1 consists of 18 students 

with relatively low interest in mathematics, with an average UAS centroid score of 52.333. Students in this 
cluster show less enthusiasm for mathematics compared to those in other clusters. Cluster 2 consists of 66 
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students with relatively high interest in mathematics, with an average UAS centroid score of 87.606. Although 
not as high as Cluster 0, students in this group still demonstrate a considerable interest in the subject. 

 

4. Conclusions and Future Works 

Based on these results, it can be concluded that there is variation in students' interest in mathematics at SMPN 

193 East Jakarta. The students can be grouped into clusters that reflect their level of interest in mathematics.  

The students' interest in mathematics at SMPN 193 East Jakarta can be categorized into three groups: very high 

interest in Cluster 0 with 193 students, low interest in Cluster 1 with 18 students, and moderate interest in 

Cluster 2 with 66 students. Future studies are recommended to enhance cluster analysis by applying 

alternative algorithms such as DBSCAN or Hierarchical Clustering to obtain a more comprehensive comparison 

of clustering results. Additionally, it is important to include categorical attributes, such as gender and students’ 

social backgrounds, to gain a deeper understanding of the factors influencing students’ interest in learning 

mathematics.. 
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