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Traditional diagnostic approaches often face delays and 
inaccuracies, while standalone machine learning models fail to 
account for individual uniqueness. The SHIELD system 
leverages hybrid machine-learning models to enhance disease 
prediction based on patient symptoms. This study integrates 
Gradient Boosting, Decision Trees, and Random Forest models, 
combining their strengths using an ensemble voting approach. 
A comprehensive dataset from Kaggle, enriched with symptom 
severity mappings, enables accurate and personalized 
predictions. The system delivers practical outputs, including 
disease names, descriptions, and home remedies, through a 
user-friendly web interface. Achieving an accuracy of 
approximately 99.59% with the ensemble model, SHIELD 
demonstrates its potential to revolutionize early disease 
detection, aligning with global health objectives. 
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1. Introduction 
The global healthcare landscape is witnessing an alarming rise in the prevalence of chronic and infectious 
diseases, with delayed diagnoses significantly impacting patient outcomes. According to the World Health 
Organization (WHO), timely disease detection is critical for improving public health and optimizing healthcare 
resources. However, traditional diagnostic methods are often reactive, costly, and constrained by the 
limitations of human expertise. Advancements in machine learning (ML) offer an opportunity to revolutionize 
disease prediction by leveraging large datasets to identify patterns and trends that would otherwise remain 
undetected. This research explores the potential of integrating hybrid machine-learning models to create an 
intelligent system for accurate, symptom-based disease prediction. 

 

1.1 Problem Statement 
Diagnosing diseases accurately and efficiently remains a challenge in healthcare. Conventional methods often 
face delays, lack personalization, and rely on models with moderate accuracy. Many existing machine learning 
models take a "one-size-fits-all" approach, overlooking important patient-specific details like medical history 
and the severity of symptoms. This results in predictive accuracies that typically range between 80–90%, 
which is often not reliable enough for real-world clinical use. 



347 
 

To address these issues, this study focuses on answering a few important questions. What symptoms play the 
biggest role in making accurate predictions? How can we design a machine learning model that takes individual 
symptoms into account to predict diseases more effectively? And how can combining models—like Gradient 
Boosting, Decision Trees, and Random Forests—through an ensemble voting approach make predictions more 
accurate and reliable? By exploring these questions, this research aims to bridge the gap in current diagnostic 
methods and create a system that is both dependable and personalized for better healthcare outcomes. 

 

1.2 Research Objectives 

The growing complexity of diseases and the limitations of conventional diagnostic methods highlight the need 
for advanced tools that can provide accurate and personalized predictions. Machine learning offers a promising 
solution, but many existing models fail to account for individual factors, leading to suboptimal outcomes. To 
address these challenges, this research is driven by the following objectives: 

1. To identify the key symptoms that contribute to the prediction of various diseases. 

2. To design and develop a machine learning model capable of predicting diseases based on patient 
symptoms. 

3. To evaluate and implement a hybrid ensemble model to improve prediction accuracy and reliability. 

These objectives aim to bridge the gaps in existing diagnostic approaches by combining the strengths of 
advanced machine learning techniques with a focus on personalized healthcare. 

 

1.3 Literature Review 
The advancement of data analysis in healthcare has significantly enhanced disease prediction and early 
intervention. Machine learning (ML) plays a pivotal role in analyzing large datasets, extracting patterns, and 
enabling decision-making. Traditional data analysis methods often struggle with unstructured data and fail to 
adapt to the complexity of symptoms and diseases. However, ML offers techniques for processing structured 
and unstructured data, including missing values and noise, to uncover meaningful insights. This study 
leverages datasets enriched with symptom severity mappings to prioritize critical symptoms, improving the 
reliability of disease predictions. Evaluating ML models based on metrics such as accuracy, F1-score, and 
confusion matrices ensure robust model selection. 

 

2. Approach Method 
In the field of disease prediction, various machine-learning methods have been developed to improve 
accuracy and reliability. These methods can be broadly categorized into predictive models, adaptive models, 
and hybrid predictive models. Each approach leverages unique strengths to address the limitations of 
traditional diagnostic systems. By analyzing the performance of these models through comparative studies, 
their applicability and effectiveness in handling diverse datasets and medical conditions can be better 
understood. 

 

2.1 Predictive Models 
Predictive models utilize algorithms such as Decision Trees, Naïve Bayes, Random Forest, and SVM to classify 
diseases based on patient symptoms. These models are widely applied due to their interpretability and 
efficiency in structured data analysis. Table 1 summarizes studies that utilized predictive models for disease 
prediction. 
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Table 1.  Predictive Model Comparison 

Author 

 

Technique 
 

Dataset 
 

Value of 
Measurement 

Findings 
 

A. Kumar Pandey 
et al. (2013) 

Decision Tree UCI Machine 
Learning 
Repository 

Accuracy J48 Pruned 
Decision Tree 
achieved 75.73% 
accuracy. 

Tetiana Dudkina et 
al. (2021) 

Decision Tree Open database of 
768 diabetes 
patients 

Accuracy Achieved 71% 
accuracy with a 
50:50 data split for 
training/testing. 

Chandrasekhar 
Rao Jetti et al. 

Naïve Bayes User-entered 
symptoms 

Accuracy Predicted disease 
and recommended 
doctors based on 
symptoms. 

Mohammed 
Khalilia et al. 
(2011) 

Random Forest Nationwide 
Inpatient Sample 
(NIS) 

Area under the 
ROC curve (AUC) 

Random Forest 
achieved an 
average AUC of 
88.79%. 

Madhumita Pal and 
Smita Parija 

Random Forest Dataset from 
Kaggle 

Accuracy, 
Sensitivity, 
Specificity 

Achieved 86.9% 
accuracy and high 
sensitivity (90.6%) 
for heart disease. 

 

2.2 Adaptive Models 

 
Adaptive models like LSTM and RNN are highly effective for sequential and time-series data. These models are 
particularly useful for analyzing data that involves temporal dependencies. Table 2 provides an overview of 
studies using adaptive models. 

Table 2.  Adaptive Model Comparison 

Author 

 

Technique 
 

Dataset 
 

Value of 
Measurement 

Findings 
 

Xin Hong et al. 
(2019) 

LSTM MRI data from 
ADNI 

AUC/mAUC Achieved an 
average AUC of 
89.05%. 

Kuang Junwei et al. 
(2019) 

LSTM Time-series data AUC/mAUC Best performance 
with AUC/mAUC of 
93.5%/77.7%. 

Hadeel Ahmed Abd 
El Aal et al. (2021) 

RNN-LSTM ADNI datasets Accuracy, 
Precision, F-Score, 
MCC 

Achieved 95.8% 
accuracy and 
MCC=92.04% on 
DS1 dataset. 

B. Sankara Babu et 
al. (2018) 

GFMMNN + GWO + 
RNN 

UCI datasets Accuracy 
 

Achieved 98.23% 
accuracy on 
Cleveland dataset. 
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2.3 Hybrid Predictive Models 
Hybrid predictive models combine multiple algorithms to leverage their strengths and minimize weaknesses. 
Ensemble methods and model stacking are common techniques. Table 3 highlights studies employing hybrid 
models. 

Table 1.  Hybrid Predictive Model Comparison 

Author 

 

Technique 
 

Dataset 
 

Value of 
Measurement 

Findings 
 

Zhenya and Zhang 
(2021) 

Ensemble Method Mixed datasets Accuracy 
 

Ensemble of five 
classifiers 
significantly 
improved 
accuracy. 

Das et al. (2009) Stacked Ensemble Heart disease 
dataset 

Weighted-average 
voting 

Combined Random 
Forest, SVM, and 
KNN predictions 
for better 
classification. 

 

2.4 Related Work 

The evolution of disease prediction systems has seen significant advancements with the introduction of 
machine learning techniques. However, earlier studies often relied on standalone models, which, despite their 
simplicity and interpretability, faced limitations in terms of accuracy, robustness, and adaptability to diverse 
datasets. These limitations underscored the need for more sophisticated methods, such as hybrid models, 
which combine multiple algorithms to leverage their complementary strengths. Hybrid approaches not only 
address the constraints of standalone models but also introduce techniques like ensemble learning and model 
stacking to improve prediction performance. Table 4 provides a comparative overview of notable studies in the 
field, highlighting their methodologies, strengths, and areas for improvement. 

Table 2.  Related Work Comparison 

Author Methodology 
 

Strengths 
 

Limitations 
 

Rahul Patil et al. (2016) Hybrid model 
combining k-means 
clustering and Naïve 
Bayes classification 

Focused on early 
diagnosis of diseases 

Did not consider the 
severity of symptoms or 
integration with real-
time patient data. 

Archana L. Rane (2019) Clinical decision support 
system using Decision 
Trees, Naïve Bayes, and 
SVM 

Supported diagnostic 
decision-making 

Lacked the 
implementation of 
ensemble methods to 
enhance accuracy. 

Zhenya & Zhang (2021) Cost-sensitive ensemble 
combining Random 
Forest, SVM, and K-
Nearest Neighbor 

Improved prediction 
accuracy through 
stacking 

Limited to heart disease 
prediction; 
generalizability to other 
diseases was not 
explored in the study. 
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3.0 Research Methods 
The dataset combines structured information from Kaggle, including patient demographics, symptoms, and 
diagnosed diseases. A supplementary dataset maps symptoms to severity scores, enhancing prediction 
accuracy, as shown in Figure 1. 

 

Fig. 1 Dataset  

 

3.1 Data Preprocessing 

To ensure the dataset's quality and avoid potential issues during analysis, any null values in the data were 
replaced with 0. This approach helps maintain consistency across the dataset, allowing the machine learning 
algorithms to process the information effectively without encountering errors due to missing values. In 
addition, ambiguous entries—such as incomplete or contradictory data points—were carefully reviewed and 
removed to prevent confusion and ensure the accuracy of the predictions. This step is crucial in refining the 
dataset for optimal model performance. The data cleaning process is visually represented in Figure 2, which 
illustrates the steps taken to handle null and ambiguous values. 

 

Fig. 2 Remove Null values 

To enhance the accuracy of the disease prediction model, symptoms were replaced with severity weights 
derived from a dedicated severity dataset. This dataset assigns a weight to each symptom based on its 
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perceived severity, which helps create a more personalized and reliable prediction model. Instead of simply 
using raw symptom data, the severity weights enable the model to prioritize more critical symptoms, reflecting 
their higher influence on the disease outcome. This process of assigning severity weights is visually depicted in 
Figure 3, which shows how symptom data is transformed into weighted values for use in the model. 

 

Fig. 3 Using Severity Weight 

3.2 Model Development 
Selecting the right machine learning algorithms is crucial for building a robust and reliable disease prediction 
model. In this research, three algorithms were chosen for their unique strengths and complementary 
features, which make them well-suited for symptom-based disease prediction in healthcare: 

Gradient Boosting Classifier (GBC): 
Gradient Boosting is an ensemble method that builds models sequentially, with each iteration correcting the 
errors of the previous one. Its ability to minimize overfitting and handle complex decision boundaries makes 
it particularly effective for structured healthcare data. GBC is highly efficient for tasks requiring fine-grained 
decision-making, which is essential in accurately predicting diseases based on symptoms. 

Decision Tree Classifier (DT): 
Decision Trees are intuitive and interpretable models that classify data using hierarchical rules. Their 
simplicity and ease of use make them ideal for generating initial predictions and understanding key 
contributing features. As a foundational algorithm, Decision Trees are computationally efficient and integrate 
seamlessly into ensemble learning frameworks. 

Random Forest Classifier (RFC): 
Random Forest, a bagging method, constructs multiple Decision Trees and aggregates their predictions for 
improved accuracy. Known for its robustness against overfitting and ability to handle high-dimensional 
datasets, RFC is particularly effective in identifying feature importance, helping to uncover correlations 
between symptoms and diseases. 

Justification for Algorithm Selection: 
These algorithms were selected for their complementary strengths. GBC delivers high accuracy for structured 
data, RFC provides stability and robustness, and DT offers simplicity and interpretability. Together, these 
models form a hybrid approach that addresses the limitations of standalone algorithms, ensuring a reliable 
and efficient disease prediction system. 
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3.3 Evaluation Metrics 
 
Models were assessed using accuracy, F1-score, and confusion matrices to evaluate their performance. 
Accuracy provides a straightforward measure of the model's overall correctness, while the F1-score balances 
precision and recall, making it particularly useful in healthcare settings where false positives and false 
negatives can have significant consequences. The confusion matrix offers a detailed breakdown of the model's 
classification performance, showing the true positives, true negatives, false positives, and false negatives. To 
ensure the reliability of the evaluation, cross-validation was performed, which involves splitting the data into 
multiple subsets and testing the model on different folds to assess its generalization ability. For a deeper 
understanding of the evaluation metrics and how they were calculated, refer to the evaluation metrics 
formulas presented in Figure 4. 

 

Fig. 4 Evaluation Metrics Formula 

3.4 Hybrid Method (Voting Ensemble Method) 
 
The Voting Ensemble method integrates the strengths of multiple algorithms to improve overall accuracy and 
reduce variance. By employing hard voting, this study combines predictions from GBC, DT, and RFC. The Voting 
Classifier aggregates the majority votes, ensuring that the final prediction benefits from the unique strengths 
of each model. This approach is particularly effective in healthcare, where minimizing prediction errors is 
critical. Studies show that ensemble methods outperform individual algorithms by leveraging diverse 
perspectives and reducing overfitting, making the Voting Ensemble an ideal choice for disease prediction. The 
concept of the Voting Ensemble method is illustrated in Figure 5, which visually represents how the 
predictions from multiple models are combined to form the final result. 

 

Fig. 5 Voting Ensemble  
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3.5 System Design 
 
The system design focuses on integrating a hybrid machine-learning model with a user-friendly interface to 
predict diseases based on patient symptoms. The user interface is designed for simplicity, allowing users to 
easily input symptoms and receive disease predictions along with descriptions and precautions. By combining 
the power of machine learning with an accessible UI, the system ensures an intuitive experience while 
delivering accurate, actionable health insights, as shown in Figure 6. 

 

Fig. 6 User Interfaces Design 

 

4.0 Result and Discussion 
 
In terms of descriptive statistics, the dataset consists of 133 unique symptoms mapped to multiple diseases, 
along with corresponding precautions. The severity of each symptom was accounted for by assigning severity 
weights, ensuring that critical symptoms were given higher importance in the prediction model. This approach 
allowed for more accurate disease predictions, as the model could focus on the most impactful symptoms, as 
shown in Figure 7, which illustrates the descriptive statistics of the dataset. 

 

Fig. 7 Descriptive Statistic 

For model evaluation, the Gradient Boosting, Random Forest, and Voting Ensemble methods achieved an 
impressive accuracy of approximately 99.59%. The Voting Ensemble proved effective by combining the 
strengths of multiple algorithms. Although the Decision Tree model had a lower accuracy (~87.09%), its 
inclusion in the ensemble added diversity, contributing to the robustness of the final prediction. This 
demonstrates the power of ensemble methods in improving prediction performance by reducing variance and 
leveraging complementary strengths, as shown in Figure 8, which presents the accuracy results of all models. 
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 Fig. 8 Accuracy Results  

5.0 Conclusions 
The SHIELD system demonstrates the potential of hybrid machine learning models in advancing predictive 
healthcare. It achieves high accuracy and practical usability by leveraging ensemble techniques and 
incorporating symptom severity. Future research could focus on expanding the dataset and integrating NLP for 
unstructured symptom inputs, further enhancing system capabilities.
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