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GREETINGS

Head of Cornmittee lC-ltechs

For all delegation participants and invited guest, welcome to lnternational

Conference on lnformation Technology and Security (lC-ltechs) 2014 in

Malang lndonesia.

This conference is pa* of the framework of lCf development and security

system that became one of the activities in STIKI and STTAR. this forum

resufted in some references on the application of lCT. This activity is related

to the movement of lCf development for lndonesia.

K-ltechs aims to be a forum for communication between researchers,

activists, system developers, industrial players and all communications ICT

lndonesia and abroad.

The forum is expected to continue to be held continuously and periodically,

so we hope this conference give real contribution and direct impact for ICI

dwelopment.

Fnally, we would like to say thanks fsr all participant and event organizer

r*ro involved in the held of the lC-ltechs 2014. \IVe hope all participant and

teynote speakers got benefit from this conference.
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Abstract 
Questions Classification is one way to know how the student understanding some lessons. 
Those questions can be collected and classified based on cognitive Bloom level. Bloom 
Cognitive Level organized question in groups that represents contents of those questions. 
Words contained in every question have certain meaning and can be used as base to determine 
category of question. This study aims to classify amounts of questions based on cognitive 
Bloom level with Naive Bayes Classifier method. According to Bloom's taxonomy of cognitive 
level divided into six levels of the Knowledge (C1), Comprehension (C2), Application (C3), 
Analysis (C4), Synthesis (C5), and Evaluation (C6). In this study, questions classified into 3 
classes based on cognitive Bloom level, Knowledge (C1), Comprehension (C2), Application 
(C3). The amount of collective data used for training process is 240 questions. Result of this 
study generates accuracy of 75 % from 60 question samples tested. Susceptibility often occured 
because of same vocabularies from each categories, thus cause mistakes in classification. 
 
Keywords: text classification, Bloom’s taxonomy, Machine  learning ,naive bayes classifier, 

natural language processing. 
 

I. INTRODUCTION 
An evaluation is needed for determining success rate achieved by the students after 

following an activity of learning. Student assessment is the result of the assessment and/or 
measurement of the activity of learning where the success rate is marked by the scale value 
such as letter, word, or symbol [1]. 

The questions used in the evaluation of year to year are increasingly. Those question can be 
classified based on Bloom’s cognitive levels. By classification, the question will be organized 
into groups which describing the contain of questions. 

The purpose of classification and taxonomy Bloom’s cognitive levels is cited by Dimyanti 
and Mudjiono (2013 ) suggested there are six classes/levels but this paper only used three 
classes that are : 

• Knowledge (C1), is the low  level of Bloom’s cognitive levels such as recall and 
notice. These function are study how to know the knowledge term, for example fact, 
terminology, and the principal. 

• Comprehension (C2) is the continue level of Bloom’s cognitive such as the ability 
to understand the meaning of the lesson without related to other lesson. 

• Application (C3) is abilityby using the generalof other abstraction which related to 
correct or new situation. 
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II. RELATED WORK 
Clasification of  questions techniques have been applied to many application areas, 

however, there is still research that needs to be done on the best method of clasification of 
questions. The previous research carried out by the method of Quan Zhao, Zhengtao Yu, Lei 
Su, Jianyi Guo, and Yu Mao [2], with the title of  Question Feature Extraction and Semi-
supervised Classification Based on Terms Relevance. This research applies, Term Relavance 
used to calculate the rate of occurrence of  words and used Cosine Similarity to calculate word 
proximity. This study used the Chinese language. The second studies is Question Classification 
Using Naive Bayes Machine Learning Approach by Rishika Yadav and Megha Mishra [3]. 
This research applies Naive Bayes for  classificition questions by Abbreviation, Description, 
Entity, Human, Location, and Numeric. The third is Automatic Classification of Questions into 
Bloom’s Cognitive Levels by using Support Vector Machines by Anwar Ali Yahya and Addin 
Osman [4]. 

 
III. PERFORMANCE 

Natural Language Processing (NLP) is one of the disciplines of artificial intelligence and 
linguistics, which aims to make computer understand a variety of statements written in human 
language [5].  
a. Preprocessing 

Preprocessing is a process of managing the data before the processing data [6]. 
Preprocessing consist of case folding and tokenizing. Case folding is a process of changing all 
the letters in a document / sentence to lowercase. Only the letters 'a' through 'z' received [7] 
while the characters than letters received are considered delimiter. Examples delimiter can be 
seen in Table I. 

Table I. Daftar Delimiter 
Daftar Delimiter 

0 5 [ % ` . ? | ) ≥ 
1 6 ] ^ ~ , : ! - ∞ 
2 7 { & \\ / ; @ _ π 
3 8 } * £ < ‘ # + ± 
4 9 \ ( € > ‘’ $ = ɸ 

 
Tokenizing is a process of  identification  the smallest units (tokens) of a sentence structure 
(Triawati, 2009). Breaking sentences into single words is performed by scanning a sentence 
using white space separators such as spaces, tabs, and newline. Filtering is taking important 
words from the tokens. Stopword is a word that is not descriptive.Schematic of the process of 
folding and tokenizing case can be seen in Table II. 
 

Tabel II. Preprocessing Sentences Scheme 
Preprocessing Sentences 
Question : Jelaskan pengertian sejarah sebagai ilmu ! 
Case folding : jelaskan pengertian sejarah sebagai ilmu 
Tokenizing : jelaskan  | pengertian  |  sejarah  | sebagai  

| ilmu 
Filtering : jelaskan pengertian sejarah ilmu 
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b. Analysis of Term Frequency Weighting Process 
Weighting TF ( Term Frequency) issued to count the number of occurrences of a particular 

word in a question. Word weighting values found in each word that appears in a obtained from 
the question. 
 
Wij = tfij               (1)     
    
Specification: 
Wij : the weight of the word / term ti of the document dj 
tfij : number of occurrences of the word / term ti of the document dj 
 

Table III Term Frequency 
No Term Frequency 

C1 C2 C3 
1 definisi 1 0 0 
2 sejarah 1 1 0 
3 adalah 1 0 0 
4 jelaskan 0 1 0 
5 pengertian 0 1 0 
6 ilmu 0 1 0 
7 tuliskan 0 0 1 
8 kronologi 0 0 1 
9 singkat 0 0 1 
10 peristiwa 0 0 1 
 Total 3 4 4 

 
c. Analysis  of Naive Bayes Classifier Method 

 
This method use calculation of probability, don’t pay attention to the sequence of 

occurrences of words in a text document and consider a text document as the collection of 
words that arrange the text document [8]. Naive Bayes is one example of method supervised 
document classification that means it requires training in conducting classification data. 

 

 
Figure I Software Development Process 

 
d.   Analysis of Question Classification 
      Classification of news is a process grouping news coressponding to categories that it has 
[9]. A document news can be grouped to specific category based on the words and sentences 
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which have in the news. It also applies in grouping questions. Word which have in a news 
question has a spesific meaning and can be used as basis to determine the category of news or 
questions. In this research, it will be built software to predict type the category question of 
History questions using algorithm for training and classification, which is a Naive Bayes 
Classifier algorithm [10]. On process classification consist of three process,ie preprocessing, 
training, and  process of classification document. 
For examples C1, C2, and C3 based on Bloom’s cognitive shown in the following table. 

Table IV Example Questions 
No Question Level 
1 Secara umum definisi sejarah adalah.... 

 
C1 

2 Yang bukan merupakan hak istimewa VOC yaitu.... 
 

C1 

3 Proses pengumpulan sumber-sumber sejarah disebut.... C1 
4 Mempelajari sejarah bangsa-bangsa lain berguna bagi bangsa 

kita. 
SEBAB 
Manusia sebagai pelaku sejarah terikat pada watak dasar yang 
sama. 

C2 

5 Jelaskan pengertian sejarah sebagai ilmu C2 
6 Jelaskan pengertian sejarah objektif dan sejarah subjektif C2 
7 Sejarah memiliki tiga unsur pokok,yaitu manusia, ruang, dan 

waktu. Dapatkah Anda mengidentifikasi tiga unsur tersebut 
berdasarkan wacana di atas ? 

C3 

8 Tuliskan kronologi singkat dari peristiwa di atas. 
 

C3 

9 Uraikan  secara ringkas tiga teori asal-usul manusia purba di 
Indonesia, dan tunjukkan teori mana yang paling populer dan 
diterima banyak kalangan. 

C3 

10 Peristiwa sejarah merupakan peristiwa yang unik mengandung 
arti bahwa peristiwa sejarah adalah.... 

? 

 
No Term Frequency 

C1 C2 C3 test 
data 

1 definisi 1 0 0 0 
2 sejarah 2 3 1 2 
3 adalah 1 0 0 1 
4 bukan 1 0 0 0 
5 merupakan 1 0 0 1 
5 hak  1 0 0 0 
6 istimewa 1 0 0 0 
7 yaitu 1 0 0 0 
 proses 1 0 0 0 
8 pengumpulan 1 0 0 0 
9 sumber 2 0 0 0 
10 disebut 1 0 0 0 
11 mempelajari 0 1 0 0 
12 sebab 0 1 0 0 
13 jelaskan 0 2 0 0 

- 92 -      | IC- ITECHS 2014, ISSN 2356-4407        
 



No Term Frequency 
C1 C2 C3 test 

data 
14 pengertian 0 2 0 0 
15 ilmu 0 1 0 0 
16 ojektif 0 1 0 0 
17 subjektif 0 1 0 0 
18 memiliki 0 0 1 0 
19 unsur 0 0 1 0 
20 pokok 0 0 1 0 
21 dapatkah 0 0 1 0 
22 mengidentifikasi 0 0 1 0 
23 berdasarkan 0 0 1 0 
24 tuliskan 0 0 1 0 
25 kronologi  0 0 1 0 
26 singkat 0 0 1 0 
27 peristiwa 0 0 1 3 
28 uraikan 0 0 1 0 
29 ringkas 0 0 1 0 
30 tunjukkan 0 0 1 0 
31 paling 0 0 1 0 
Total 14 12 15 7 

 
    From preprocessing results, the next is calculate the probability of each category. First step 
ie : 
1. Tingkat C1 
 p(c C1) =   fd(c C1)      =  3   = 0.33 
            |D|             9 
2. Tingkat C2 
 p(c C2) =   fd(c C2)      =  3   = 0.33 
                                      |D|             9 
 
3. Tingkat C3 
 p(c C3) =   fd(c C3)      =  3   = 0.33 
           |D|             9 
 
Next look for the value of p( wk j | c i ) of each term in each category that have been calculated . 
The calculation of p( wk j | c i ) as follows: 
1. Term “sejarah” 
p( w”sejarah” | cC1) = f ( wk j | c i ) + 1 = 2 +1      =    0.054  
  f (c i ) + |W|  41 +14 
 
2. Term “sejarah” 
p( w”sejarah” | cC2) = f ( wk j | c i ) + 1 = 3 +1      =    0.075  
  f (c i ) + |W|  41 +12 
 
3. Term “sejarah” 
p( w”sejarah” | cC3) = f ( wk j | c i ) + 1 = 1 +1      =    0.035 
  f (c i ) + |W|  41 +15 
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calculation results p( wk j | c i ) : 
No Term Frequency test 

data 
p( wk j | c i ) 

C
1 

C
2 

C
3 

C1 C2 C3 

1 sejarah 2 3 1 2 0.0
54 

0.07
5 

0.03
5 

2 adalah 1 0 0 1 0.0
36 

0.01
8 

0.01
7 

3 merupaka
n 

1 0 0 1 0.0
36 

0.01
8 

0.01
7 

4 peristiwa 0 0 1 3 0.0
18 

0.01
8 

0.03
5 

 
From the results of the above calculations can be determined by the level of test questions 
sought opportunities of each level. 
P( C1 | SoalUji ) = 0.33 x 0.054 x 0.036 x 0.036 x 0.018  
               = 4.157 x 10-7 
P( C2 | SoalUji ) = 0.33 x 0.075 x 0.018 x 0.018 x 0.018  
               = 1.443 x 10-7 
P( C3 | SoalUji ) = 0.33 x 0.035 x 0.017 x 0.017 x 0.035  
               = 1.168 x 10-7 
 
After three levels calculated chances, it is known that the level of C1 has a better chance. So 
test problems including the  
C1 level. 
 
IV. EXPREMENTAL 
 

The main problem of this research is how to build software to classification using Naive 
Bayes Classifier method, so as to identify the relationship between the matter in predicting 
grade / level. In this research, classification of questions from preprocessing which case 
folding, tokenizing and filtering. The results of the research can be seen in Tabel II, III, and  
IV.  

This research used 240 questions training set and 60 questions testing set[11][12][13]. 
Based on the experiment results of the software by entering the 60 samples of question, 
obtained 15 sample that can not be classification accurately. 
Experiment result on this research using 60 sample of questions can be seen on appendix A . 
The amount of the accuracy of the three categories 
 

Category of 
Question 

Number of 
Accuracy 

Number of 
Data Training 

Number of 
Test Data 

Ppercentages 

C1 15 80 20 75 % 
C2 14 80 20 70% 
C3 16 80 20 80% 

 
Factors that cause of  error  is the effect of the appearance of a word in each category affect 

the determination of the question category. The training data are much more varied vocabulary  
will greatly affect  the results  about the category. Most of the matter in the training data in a 
matter of category C2 and C3 has almost the same vocabulary, causing errors during 
classification. The word "Jelaskan" belongs to the C2 and C3 can cause problems of test data 
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that contain the word "Jelaskan" can be entered into the C2 or C3 depending on the number of 
other vocabulary contained in the question. The word "Siapakah" does not exist in the training 
data so that when it occurs in a matter of test data, the word does not have a probability value. 
Therefore, the balance of the vocabulary in the training data is necessary, so that the data tested 
fit into the right category. 

Based on the experimental results of 60 samples of question obtained 15 sample of question 
that can not be classification appropriately. Therefore, the percentage of success of software 
obtained  for  75% of  the software is built. 
 
CONCLUSION 
The conclusion that can be take from this study are : 
1. Naive Bayes classifier can be used to build software that can classify matter based on 

Bloom's cognitive domain, in this study only C1, C2, and C3. 
2. The results of the classification depends on the amount of training data and  the vocabulary 

used to define the matter falls within the categories C1, C2, or C3. 
3. The software has an accuracy of 75% to 60 test data consisting of three categories C1, C2, 

and C3. 
4. In this study, an error of 25% due classification sufficient number of the same words in 

categories C2 and C3. 
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